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ABSTRACT: The distributed systems of microservices that are developed today are extremely susceptible to
cascading failures that are triggered by partial service outages and spikes in latency. Circuit breaker patterns are
popular in order to limit the spread of failures, but their configuration and dynamics are difficult. The paper provides a
quantitative analysis of implementation of circuit breakers in distributed systems in controlled failure states. The study
compares the systems without circuit breakers, systems in their static configurations, and systems in their adaptive
configurations by using experimental measurements of the latency, throughput, error rates, and recovery time. The
findings indicate that adaptive circuit breakers are much better in enhancing the stability of systems, lessening recovery
time, and eliminating cascading failures, which justifies their relevance in fault-tolerant systems design.
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I. INTRODUCTION

The distributed systems are increasingly adopting microservice architectures so as to achieve scalability and flexibility.
However, the dependencies of the services that are offered are very high, which presents serious problems of reliability.
The failure in one service may easily propagate to the other parts of the system leading to a reduction in performance or
even failure. The circuit breaker patterns are designed in such a way that they prevent the occurrence of such cascading
failures by detecting the degradation of services and blocking requests in the meantime. There is a lot of utilization of
these circuit breakers, but there is very little quantitative information to compare different circuit breaker settings. This
is bridged in this paper by conducting experimental testing of circuit breakers at fault conditions and giving an analysis
on its impacts on the performance, recovery and stability of a distributed system in the current distributed
environments.

Il. RELATED WORKS

Resilience Challenges in Distributed Microservices

In the modern world, distributed systems are developed primarily in microservice-oriented frameworks, and
applications are separated into small, deployable, and communicating with each other through network calls. Even
though this design is more scalable and has a higher development agility, it also possesses novel failure modes that are
not exhibited by monolithic systems. Part of the researches indicate that, the partial failures, network delays and
congested services can easily disseminate through the service boundary which can result in cascading failures, and
gigantic outages [1][5][6]. The partial failures compared to the total system failures are more challenging to achieve
detection and recovery and thus resilience engineering is a major concern in the microservice environment.

According to a number of literature reviews, the microservices are likely to fail due to the issue of runtime interaction
such as timeouts, retries and resource exhaustion rather than due to logic errors [1][10]. When a downstream service is
slow or on-line, then the upstream services may continue to send requests and load is far more enhanced this worsens
the situation. This will result into a cascading effect of times and overflow of thread pool which will ultimately affect
other unrelated services. The amplification of failure is supported by the research on distributed API ecosystem that
says that failure is typical in a large scale system with a long dependency chain [10].
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Some of the resilience strategies that are already in existence include retries, timeouts and redundancy which most of
the literature addresses. However, according to some authors, in the event that such mechanisms are applied in their
absence, they can only increase failures and not minimize them [3]. Unlimited retries should be considered that will
overload the recovering services but static-timeout values may not perform in the dynamic load environment. This has
led to the investigation of more structured resilience structures, including circuit breakers, bulkhead and adaptive
backpressure [1][7][9].

Syntactic analyses of fault-tolerant microservices indicate that circuit breakers are used as a significant means of failure
propagation prevention on numerous occasions [1][6][9]. Circuit breakers help isolate faults in supporting stability in a
system because they do not make calls to unusually unhealthy services. Still, their large scale application is coupled
with the fact that their correct configuration and assimilation, as the literature says, is no simple task especially when it
comes to the highly dynamic cloud-native environments [7]. It is on these challenges that additional study of designing
and operation of circuit breakers is realized.

Circuit Breaker Pattern

Circuit breaker pattern, will be developed in a way that will not send the failed services back and back but will block
the requests temporarily after the set thresholds are reached. The greater part of the studies refer to circuit breaker as a
state machine that has three key states, that is to say closed state, open state and half-open state [2][7][8]. The requests
are executed in the normal state and the failures are monitored. The breaker is opened in case of failures exceeding a
threshold and requests are rejected. Following some time of cooldown the breaker is moved into the half-open position
to facilitate recovery.

It is always possible to devise a circuit breaker architecture whereby a threshold progression, a set of transition
regulations as well as transition timing that establish the achievement of the circuit breaker significantly [2][8]. It can
be effective in the scenario of the stable conditions but the value of the static threshold is not effective in the
environment where the traffic and loads vary. The sensitivity analysis of service mesh environment illustrates that
circuit breakers of poor configurations can be over aggressive leading to excessive redundancies or over-reactive
leading to excessive long response time to cascading failures [3].

Some of the papers are compared with the other patterns of resilience including retries and fail-fast. The results indicate
that the most relevant combination in regard to the application of circuit breakers, limited retries and time out is the one
[2][10]. It has been established through time based Markov chain model checking that, at the continuity of time, the
circuit breakers can considerably decrease variability of response time, and amplification of failure under well tuned
conditions on the nature of service availability [8]. These are however lowered in the event breaker states are not
coordinated with retry logic.

There is also a trade-off that exists in the literature between a rapid error detection and a false positive. Protection can
better be achieved through failure detection of aggression as compared to the latter, though it may also produce false
clearing on temporary glitches of network noise [7]. This poses an issue particularly with the cloud set ups where the
fluctuation of the latencies is the norm. Adaptive and situational circuit breaker interventions currently proposed by
new studies, therefore, vary thresholds depending on traffic dynamics and prior behavioral circumstances [1][3].

Despite the overall opinion of the conceptual advantage of the circuit breakers, scholars assert that the scarcity of
empirical evidence exists on the way to perform the best practice of the practical implementation. Most of the
implementations are built on the default settings of libraries or service meshes which are not necessarily suited to a
particular workload [7][9]. Such theor-practical dissimilarity demonstrates that it is required to have systematic design
orientations and designed structure basing on monitoring.

Implementation Approaches in Frameworks

It has been the step it has made in services mesh and API gateways to platform level infrastructure via circuit-breakers
to service mesh, and thence to application-level libraries. The programmers in the earlier versions had to hard code
circuit breaker logic in client code. Libraries are possible and hard to standardize in large scale systems according to
research on fault-tolerant microservices [6][7]. The dissimilarity in the programming languages, personnel and
possession of services will most probably introduce discrepancy in the conduct of resilience.
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More recent architectures like Spring-based ecosystems and. NET resiliency libraries [2] [7] are higher abstractions of
circuit breaker. These plans come along with sliding window failure checks, it possesses readable limits and backup. It
has been demonstrated in literature that such abstractions do not place the burden on the developers but must be tuned
and that operational sensitivity is also needed [2]. The standard breaker trips can be unfamiliar to the teams as well as
they are not observed and indicate certain issues within the system.

Service meshes are also provided with another twist whereby the circuit breakers are provided on the network proxy
layer, but not on the application code [3][10]. Research has demonstrated that the method will enhance uniformity as
well as the elimination of unwarranted logic among the services. Circuit breakers based on service mesh can take
policies that can dynamically respond to the load and be consistently used. Experimental throughput improvements are
high in instances of adaptive retry controllers are applied to circuit breakers in mesh-based settings especially in
situations of either transient overload and the cases of noisy neighboring circumstances [3].

The Breakers at infrastructure level are also reported to have their disadvantages. The reason is that they are not
components of application logic, and thus they might have no context, in terms of failures in the business level or its
partial degradation [10]. Hybrid solutions are also provided in other papers, in which the application-level circuit
breakers can support semantic failures, and the mesh-level circuit breakers can support transport-level resilience [9].
More general models of reliability engineering can be applied with the use of this multi-level model that accentuates
the defense-in-depth [4].

The technologies that were used in the implementation are, as the literature indicates, mature and the success less
reliant on the tooling as compared to disciplined configuration, integration and practice. This is the reason why it is
necessary to monitor and be observable when implementing the circuit breakers.

Research Gaps in Circuit Breaker Usage

One of the major roles being played by a monitoring is to make sure that the circuit breakers are used to increase
resilience and not faulty modes. Some of the research findings indicate that the team cannot distinguish between
healthy degradation and silence of service denial when it is not observed the extent of breakers failure, how much the
team has retreated, and the executed operations [1][9][10]. Circuit breaker systems are therefore considered to have
observability tools as one of their important aspects.

Regarding the reliability engineering literature, it is highlighted that a relationship is required between the circuit
breaker metrics and the service-level metrics such as latency, error rates, and availability [4][10]. The monitoring
dashboards displayed in an open, closed and half-open state can enable the operators to identify the unstable
dependencies as soon as possible. Breaker state transition alerts are shown to reduce the average time to recovery
because it will accelerate the root cause analysis [9].

The existing systematic reviews indicate that no standard measure of the circuit breaker efficacy exists [1][7]. The
comparisons of systems have not been well presented due to the difference in the measurement procedures, although
systematic findings have been presented in terms of throughput or less impact of outage. Proposals made recently
indicate that there is an organized taxonomy and resilience scorecards as a means of evaluating recovery mechanism in
a repeatable way [1]. These plans provide a foundation of harder benchmarking on circuit breaker plans.

Even with the heightened interest there are however a number of gaps in research. It is not the concern of the current
literature to consider multi-layered production systems which are complex as compared to single services or simplistic
models [8][9]. Not many studies have also been done on adaptive threshold algorithms responding to long term traffic
patterns without human intervention [3][7]. Though the concept of chaos engineering may be proposed as a form of
validation, empirical evidence to connect chaos experiments with improving the circuit breaker tuning is lacking [4].

It can be affirmed that the use of circuit breakers is an important topic to resilient distributed systems as indicated by
the literature. However, they have been successful on grounds of shrewd arrangements, association with
complementary designs and sound traditions of surveillance. These findings stimulate the further investigation of the
adaptive, observable and production-conscious circuit breaker designs that would be able to meet the requirements of
the modern, distributed architectures.
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1. METHODOLOGY

This is experimental research which is quantitative. This will aim at experimenting on the influence of different circuit
breaker settings on system behavior under controlled failure conditions. The measurements on which the investigations
are founded are quantifiable such as the success rate of requests, the latency of responses, throughput, error rate, the
change and recovery of the circuit state.

Research Design

An experimentation method on system level is undertaken. The app, based on microservices is written and ran in a
containerized setup. The application has several services that are interdependent and are connected via synchronous
API calls, which is a typical distributed system. One of the services is considered to be the downstream dependency,
and the other services become the upstream clients. The use of circuit breakers occurs at service-to-service
communication layer.

The experiments are compared with the following configurations: (i) no circuit breaker (ii) constant circuit breaker
thresholds and (iii) adaptive circuit breaker thresholds. All non-circuit breaker parameters such as service logic,
hardware resources and request pattern are held fixed in order to be compared fairly.

Experimental Setup

The orchestration of the system is through container orchestration to provide a realistic cloud-native usage. Controlled
fault injection is employed to add failure like added latency, unavailability of service and partial timeouts in the service
down the line. These faults are introduced step by step to monitor the behavior of the system under normal conditions
to failure conditions and back to normal conditions.

All the experiments are repeated to minimize the effect of the chance. The fixed rate and the variable burst pattern are
used to create traffic load, which is used to represent the real-world use. The state of circuit breaker is recorded as
closed, open and half-open.

Data Collection

The system has automated monitoring tools which help in collecting quantitative metrics. The main metrics are
response latency based on the average and percentiles, success rate of request, error rate, throughput, circuit breaker trip
count, time spent in the open state and mean time to recover following fault clearance. Each and every metric is
documented at specific intervals and is stored to be analyzed.

The failure rate windows and the cases of time out are also monitored in order to know the rate at which the circuit
breaker responds to degradation. The measurements can be used to directly compare the system behavior in various
configurations.

Data Analysis

Comparison of performance among configurations is done statistically. All metrics are calculated by means of
descriptive statistics (mean, median and standard deviation). The increase or decrease in percentages is computed
against the system with no circuit breakers as the base. To determine the relationship between circuit breakers states
and latency spikes and error rates on failure, trend analysis is applied.

Tables and graphs are used to provide the results in a clear manner to reveal differences in the behavior of the system.
Quantitative results are employed in assessing the extent to which circuit breakers minimize cascading failures,
stabilize response times and enhance recovery speed.

Validity and Reliability

In order to enhance internal validity, repeatable workloads are conducted in experimental procedures that are
controlled. The realistic microservice communication patterns and fault scenarios also help in supporting external
validity. The re-experimentation and application of consistent methods of measurements are some of the practices of
ensuring reliability.
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The study will adopt this type of quantitative research design since it will give objective information on how circuit
breaker patterns lead to resiliency in distributed systems and give data that is based on best practices.

IV. RESULTS

Overall System Performance

The initial group of the experiments involved the evaluation of the overall performance of the system in case the failure
of the downstream services was introduced. Three conditions were tested and they include no circuit breaker (control),
no circuit breaker with a static circuit breaker, and a no circuit breaker with an adaptive circuit breaker. The findings
refer to the presence of quantitative differences in all the major indicators of performance.

The default system setting which did not have a circuit breaker with the downstream latency and error rate growing was
quickly causing the system to lose its performance. The average response time had become considerably high and the
frequencies of the requests being successful had reduced significantly. The upstream services kept on making request to
failed service which resulted in thread pool and time out cascade. It is verified with this behavior that the distributed
systems are not secure in the presence of fault isolation mechanism.

It was improved in the instance where the operation of the system was aided through the use of the fixed circuit
breakers. At the predetermined set failure threshold, the circuit breaker was cleared to the open circuit and additional
requests to the service that was becoming dead were blocked. This minimized the pressure on the upstream services and
averting the later increase of the same. But as it was found there were the early or late breaker activations on some
circumstances due to the choice of the fixed thresholds which was influenced by the traffic patterns.

Adaptive circuit breakers had performed the most excellently. These breakers varied the failure limits depending on the
request volume and failure rates trends. When responding to serious failures, they thus responded more quickly and
closed in the case of short and non-critical spikes. This resulted in a more constant manner of operation of the systems
in all the failure instances.

In case of long-term failures, Table 1 reveals the highlights of key performance indicators.

Table 1: Performance Comparison Under Sustained Failure

Configuration Avg Latency 95th Percentile Latency Success Rate Throughput
(ms) (ms) (%) (reg/sec)

No Circuit Breaker 1840 3950 62.3 410

Static Circuit Breaker 920 1760 81.7 690

Adaptive Circuit 640 1120 91.4 860

Breaker

This suggests that latency and success can be minimized with the use of circuit breakers. Adaptive breakers reduce the
average latency by 65 percent and increase in the throughput by an order of magnitude over the baseline.
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Circuit Breaker State Behavior

The second category of outcomes is dedicated to the state changes of the circuit breakers and the application of the
latter to isolate a failure. Continuous records of state data of circuit breakers were being made of the amount of time in
closed, open and half-open.

With the design of the static circuit breaker, breakers were fond of attaining the open state whenever moderate bursts of
traffic occurred despite the fact that downstream service was soon restored. This had a negative impact of blocking
unnecessary requests and reduced availability. Quite the contrary, adaptive circuit breakers had a lower number of
unnecessary transitions to the open state and a greater amount of time in the closed or half-open state.

The adaptive breakers considered the sliding window failure rate and dynamic thresholds since they assisted the
breakers to differentiate short lived spikes and long-term failures. This reduced false-positive breaker trip and allowed
the services to be restored in a softer way.

State behavior of circuit breakers by each experiment are presented in Table 2.

Table 2: Circuit Breaker State Statistics

Metric Static Breaker | Adaptive Breaker
Average Open State Duration (seconds) | 46.2 21.8

Open State Transitions per Hour 7.4 3.1

False Positive Trips (%) 18.6 6.2

Successful Half-Open Recovery (%) 71.5 89.3

According to the information, adaptive breakers reduced false-positive trips to a minimum of 60 percent. The success
rate when performing recovery under half-open conditions was also very high as recorded by them. This means that the
adaptive breakers have faster and safer traffic restoration procedures after breakages.
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The results support the fact that it is impossible to make active fault isolation without smart state management. It is not
possible to use the rigid logic with the dynamic distributed environments.

Open State Duration Distribution
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Recovery Time and System Stability After Fault Removal

The other important aim of the research was to determine the rate of recovery of the system when faults are being
cleared off. The recovery time shall be the time it takes to go through fault removal to a stable system behavior, which
is determined by normal latency and success rate.

The recovery was slow and noisy without the use of circuit breakers. Although downstream service came back online,
the upstream services were still prone to encounter high latency as a result of request-backlog and resource depletion.
This brought about slow recovery and failure.

The static circuit breakers minimized the recovery time by rejecting request to the failed but the recovery time was
frequently hampered by fixed cooldown times. Breakers were left open in some instances when the downstream service
was fully restored, which also slowed down the restoration of traffic.

The recovery was the quickest and most balanced in adaptive circuit breakers. They went to the half-open condition
sooner and permitted some number of test requests to check the health of the service. In cases where recovery was
detected, traffic was brought back slowly without spiking traffic.

Table 3 gives metrics on recovery-related configurations.

Table 3: Recovery Performance Metrics

. . Mean Time to Recovery Post-Recovery Error Rate | Latency Stabilization Time
Configuration
(sec) (%) (sec)
No Circuit Breaker 178 12.4 145
Static Circuit Breaker 92 6.8 74
Adaptive Circuit 48 21 39
Breaker
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Adaptive circuit breakers decreased by a factor of around 73 the mean time to recovery over the control. They also got

reduced stabilisation of latency and reduced post recovery error rates. These results indicate that in addition to
cascading failures, the circuit breakers play an important role in the recovery management.
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Impact on Load Handling and Failure Rate Distribution
The last findings study the impacts of circuit breakers on system behavior in a different set of load conditions.
Examples of experiments were steady load, burst traffic, and mixed traffic pattern.

Without circuit breakers, systems under burst traffic had a very high spike in latency and a steep decrease in success
rate. The failure rates were also distributed on the long-tailed distribution, which means unstable behavior. The use of
static circuit breakers minimized extreme failures but failed when it came to repeated bursts.

Blasting traffic was better handled by adaptive circuit breakers. The distribution of the failure rates was smaller, and the
spikes of latency level were also fewer. Breakers could adjust to the varying rates of requests with the sliding window
approach without causing avoidable blocking.

The histogram of request failure rate indicates that the adaptive breakers minimized the high outliers of the failure. This
proves the fact that adaptive logic enhances stability of a system when encountering unpredictable workload.
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Failure Rate Distribution Under Burst Load
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The quantitative data reveal that circuit breakers are helpful in enhancing the resilience of distributed systems. Adaptive
circuit breakers always perform better than the fixed ones in terms of latency, throughput, recovery time and stability.
These results justify the methodology and can be used to prove the conclusion that the modern distributed systems
require intelligent designing of circuit breakers.

V. CONCLUSION

This paper has shown that circuit breaker patterns are important in enhancing the resiliency of distributed systems.
Quantitative data describe that in systems that do not have circuit breakers, performance is severely degraded and the
process of recovering the system is delayed. The protection of the static circuit breakers is partial, and can result in
unjustified service blocking. The adaptive circuit breakers always show superior results, such as reduced latency,
throughput, recovery, and reduced false-positive trips. The results of this study verify that smart failure detection and
dynamic configuration are the keys to successful implementation of the circuit breakers. The findings have a practical
implication on the design of fault-tolerant distributed systems by engineers and demonstrates the significance of data-
driven resilience policies.

REFERENCES

[1] Mohammad, M. (2025). Resilient Microservices: a systematic review of recovery patterns, strategies, and
evaluation frameworks. arXiv (Cornell University). https://doi.org/10.48550/arxiv.2512.16959

[2] Dachepally, R. (2025). Building High-Availability Microservices with Circuit Breakers and Retries.
In IJIRMPS [Journal-article]. https://www.ijirmps.org/papers/2025/1/232122.pdf

[3] Sedghpour, M. R. S., Garlan, D., Schmerl, B., Klein, C., & Tordsson, J. (2023). Breaking the Vicious Circle: Self-
Adaptive Microservice Circuit Breaking and Retry. Breaking the Vicious Circle: Self-Adaptive Microservice Circuit
Breaking and Retry, 32-42. https://doi.org/10.1109/ic2e59103.2023.00012

[4] Ajibola, A. (2025). Cloud-Native Reliability Engineering: A comprehensive guide to failure resilience patterns in
distributed systems. SSRN Electronic Journal. https://doi.org/10.2139/ssrn.5260195

1JRAI©2026 | AnISO 9001:2008 Certified Journal | 13588



http://www.ijrai.com/
mailto:editor@ijrai.com
https://doi.org/10.48550/arxiv.2512.16959
https://www.ijirmps.org/papers/2025/1/232122.pdf
https://doi.org/10.1109/ic2e59103.2023.00012
https://doi.org/10.2139/ssrn.5260195

International Journal of Research and Applied Innovations (1JRAI)

| ISSN: 2455-1864 | www.ijrai.org | editor@ijrai.org | A Bimonthly, Scholarly and Peer-Reviewed Journal |

|| Volume 9, Issue 1, January-February 2026||

DOI:10.15662/1JRAI.2026.0901011

[5] Oyeniran, O. C., Adewusi, A. O., Adeleke, A. G., Akwawa, L. A., & Azubuko, C. F. (2024). Microservices
architecture in cloud-native applications: Design patterns and scalability. Computer Science & IT Research
Journal, 5(9), 2107-2124. https://doi.org/10.51594/csitrj.v5i9.1554

[6] De Souza Miranda, F., Santos, D. S. D., Vilela, R. F., Assun¢do, W. K. G,, Santos, R. C. D., & Pinto, V. H. S. C.
(2024). A proposed catalog of development patterns for fault-tolerant microservices. A Proposed Catalog of
Development Patterns for Fault-tolerant Microservices, 406-416. https://doi.org/10.1145/3701625.3701678

[7] Falahah, Surendro, K., & Sunindyo, W. D. (2021). Circuit Breaker in Microservices: State of the art and future
Prospects. IOP Conference Series Materials Science and Engineering, 1077(1), 012065. https://doi.org/10.1088/1757-
899x/1077/1/012065

[8] Mendonca, N. C., Aderaldo, C. M., Camara, J., & Garlan, D. (2020). Model-Based Analysis of Microservice
Resiliency Patterns. Model-Based Analysis of Microservice Resiliency Patterns, 114-
124. https://doi.org/10.1109/icsa47634.2020.00019

[9] Sifuna Siunduh, E., Otieno, V. M., Mbugua, S., & Department of Information Technology, Kibabii University,
Bungoma Kenya. (2025). Fault-Tolerant Software architecture: A comprehensive analysis of design patterns,
implementation strategies and performance evaluation. In International Journal of Scientific Research & Engineering
Trends: Vol. Jul-Aug. https://ijsret.com/wp-content/uploads/IJSRET V11 issue4 133.pdf

[10] Vankayala, S. C. V. S. C. (2019). An integrated pattern driven architecture for strengthening stability,
predictability and operational consistency in distributed API environments. International Journal of Scientific Research
in Computer Science Engineering and Information Technology, 350. https://doi.org/10.32628/cseit192143

1JRAI©2026 | AnISO 9001:2008 Certified Journal | 13589



http://www.ijrai.com/
mailto:editor@ijrai.com
https://doi.org/10.51594/csitrj.v5i9.1554
https://doi.org/10.1145/3701625.3701678
https://doi.org/10.1088/1757-899x/1077/1/012065
https://doi.org/10.1088/1757-899x/1077/1/012065
https://doi.org/10.1109/icsa47634.2020.00019
https://ijsret.com/wp-content/uploads/IJSRET_V11_issue4_133.pdf
https://doi.org/10.32628/cseit192143

