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ABSTRACT: The convergence of Artificial Intelligence (AI) and Software-Defined Networking (SDN) is reshaping
the landscape of intelligent, adaptive, and secure network architectures. This paper introduces an Al-orchestrated
communication framework that integrates SDN with Oracle Cloud Infrastructure (OCI) to optimize performance
in medical imaging and risk intelligence applications. The proposed system leverages machine learning (ML) and
deep reinforcement learning (DRL) models to dynamically orchestrate network resources, minimize latency, and
ensure efficient data flow between cloud, edge, and diagnostic systems. By harnessing OCI’s scalable compute and
GPU-accelerated environments, the framework enhances medical image processing speeds, improves diagnostic
accuracy, and facilitates real-time analytics for clinical decision-making. In parallel, Al-driven risk intelligence
modules employ predictive analytics to detect anomalies, forecast failures, and fortify data security across the network.
Experimental evaluations demonstrate up to a 40% improvement in communication efficiency and a 30% reduction in
processing delay compared to conventional SDN implementations. This research underscores the transformative
potential of Al-enabled SDN orchestration in realizing intelligent, reliable, and high-performance infrastructures for
healthcare and risk management domains.
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. INTRODUCTION

Network operators increasingly expect controllers not just to execute static rules but to interpret high-level intents
expressed in human-readable form (tickets, alerts, runbooks) and translate them into safe, provable network actions.
SDN decouples control and data planes to enable programmatic policy enforcement, yet integrating free-text intent into
control loops introduces three challenges: (1) natural language must be parsed and resolved into actionable parameters
with low latency; (2) model inference and lifecycle management must scale without exposing sensitive telemetry; and
(3) automated actions must be verified to prevent unsafe or conflicting network configurations.

Transformer-based language models such as BERT provide robust semantic representations suitable for intent
extraction and slot filling, but vanilla BERT is computationally heavy for control-plane latency budgets. Practical
deployments therefore rely on model compression, distillation, and quantization (TinyBERT -style techniques) to bring
inference to edge nodes while preserving semantic fidelity. For heavier analytics, replayed telemetry, and retraining,
cloud-hosted services and databases offer scale and tooling (feature stores, model registries, batch training) that
complement edge inference. Oracle Cloud Infrastructure (OCI) provides in-database ML and managed model services
that can host retraining pipelines and persistent feature storage, making it a practical candidate for hybrid edge/cloud

ML operations. (ACL Anthology)

This paper proposes an architecture that combines (a) distilled BERT models deployed in edge proxies adjacent to SDN
controllers for fast intent extraction; (b) an SDN controller that runs a verification-and-rollback policy synthesis engine;
and (c¢) Oracle Cloud databases and ML pipelines for heavy inference, feature management, and continuous
improvement. The approach uses selective offload heuristics so that only ambiguous or high-cost analyses traverse to
the cloud, reducing telemetry exposure and bandwidth. We implement and evaluate the architecture in an emulated
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testbed that mixes benign and adversarial scenarios to measure latency, accuracy, control-plane overhead, and
operational safety.

Il. LITERATURE REVIEW

Research on SDN and machine learning has matured along several axes: traffic classification and routing optimization,
anomaly and DDoS detection, intent-driven management, and edge/cloud ML deployment patterns. Early ML/SDN
work focused on supervised classifiers for flow identification and reinforcement- or heuristic-based controllers for
routing decisions. Surveys across 2019-2023 highlight increasing adoption of deep learning for traffic prediction,
DDoS detection, and control-plane decisioning; however, most prior work treats telemetry as numeric time series rather
than textual operator intent. Recent surveys and reviews document the breadth of techniques and identify gaps in
integrating natural language understanding directly into SDN control loops. (SpringerLink)

Transformer models revolutionized natural language processing through self-attention architectures, producing context-
aware embeddings that enable robust intent classification and semantic slot-filling. BERT variants (base/large) provide
excellent accuracy for intent extraction tasks, but their compute and memory cost complicate latency-sensitive
applications. Consequently, model compression and distillation approaches — notably TinyBERT and similar student—
teacher distillation frameworks — have emerged to reduce model size and inference time markedly while retaining
much of the teacher model’s performance. TinyBERT demonstrates that small, distilled transformer models can
achieve near-teacher performance on many downstream tasks while offering substantial inference speedups suitable for

edge deployment. (ACL Anthology)

Edge/cloud hybrid inference is a well-studied pattern in edge-Al literature: edge nodes perform low-latency decisions
and prefiltering, while cloud components execute heavyweight analytics, long-term storage, and retraining. For network
optimization, hybrid designs allow controllers to react quickly to operator commands with local inference, and to
periodically push anonymized or batched telemetry to the cloud for model updates and forensic analysis. Cloud
providers (including Oracle) increasingly support in-database ML, managed feature stores, and model registries that
simplify CI/CD for models and align with enterprise governance practices; these services reduce friction for continuous
learning pipelines and for integrating models into operational workflows. (Oracle)

There is growing interest in applying language models to network tasks beyond pure text: recent preprints and domain
papers explore mapping textual configuration fragments, runbooks, and log narratives to intents and actionable steps,
and some early work shows that BERT-style models can aid in attack description classification and incident triage.
However, end-to-end systems that combine low-latency edge inference, formal verification of intended network
actions, and cloud-backed retraining remain relatively underexplored. This paper builds on those approaches by
implementing a selective offload hybrid system tailored to SDN operational constraints, and by evaluating trade-offs
among latency, accuracy, privacy, and cost. (MDPI)

I1l. RESEARCH METHODOLOGY

e Objectives.

1. Architect and implement a hybrid edge/cloud system that uses distilled BERT for low-latency intent extraction and
Oracle Cloud databases for model lifecycle and feature orchestration.

2. Measure the system’s effect on intent-to-action latency, intent classification and slot-filling accuracy, control-plane
overhead, and safety (rollback frequency).

3. Quantify cloud usage and cost trade-offs under selective offload policies.

e System components.

o Edge proxy (near-controller): hosts a TinyBERT-style distilled model with quantized weights for fast inference,
receives free-text operator input and streaming alert summaries.

o SDN controller: policy engine (ONOS/POX/ONOS-like) that accepts structured intents and synthesizes
OpenFlow/gNMI changes; includes a verification module and rollback mechanism.

o Telemetry collectors: sFlow/IPFIX collectors stream flow statistics and event logs to a preprocessing layer;
lightweight textualization of numeric events (templates) feeds the BERT pipeline.

o OCI backend: Oracle Cloud databases (for telemetry, metadata), in-database ML for feature transformations, a
model registry, and batch/online retraining jobs.
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e Modeling strategy.

o Teacher model: BERT-base fine-tuned on domain-specific corpora (operator tickets, incident reports, annotated
runbooks).

o Student model: TinyBERT-style distilled model trained with two-stage distillation (pretraining distillation + task-
specific distillation) and INT8 post-training quantization for edge deployment.

o Slotfilling: a lightweight span/sequence labeling head built on the student encoder for parameter extraction (e.g., IP
ranges, thresholds, QoS classes).

o Confidence & offload: probabilistic calibration on confidence scores; inputs below a threshold are forwarded to OCI
for full-model inference.

e Dataset & annotation.

o Sources: publicly available SDN traces and flow datasets, synthetic incident narratives authored to represent DDoS,
misconfiguration, and traffic-engineering requests, and anonymized operator tickets constructed with domain expert
guidance.

o Annotation: intents labeled into a taxonomy (reroute, isolate, throttle, prioritize, escalate), and slot values annotated
for parameter extraction (=10k labeled examples for initial fine-tuning). Semi-supervised methods augment labeled
data via pseudo-labeling on unlabeled logs.

o Testbed & workloads.

o Emulation: Mininet + Open vSwitch topology emulating a multi-rack data center; SDN controller runs policy
engine with southbound OpenFlow.

o Compute: edge proxy runs on CPU instance; OCI simulated as a separate cloud environment for model serving and
storage.

o Workloads: benign background flows, flash crowds, synthetic microbursts, DDoS attack traces, and operator textual
commands injected at controlled rates.

Evaluation metrics & scenarios.

Latency: intent extraction and end-to-action (text to flow-rule applied) median and tail latencies.

Accuracy: intent classification F1, slot-filling F1.

Operational metrics: rollback rate, false positives/negatives for automated actions, control-plane message rate.
Cloud metrics: proportion of requests offloaded, data volume, and cost proxies (compute-hours, storage).
Comparisons: baseline cloud-only (full BERT for all requests), edge-only (student model only), and hybrid
selective offload (proposed).

o Safety & verification.

o Policy verifier: symbolic simulation of candidate flow rules against a simplified network state model; conflict
detection prevents unsafe operations.

o Human-in-loop: for high-impact intents, require operator confirmation; for routine intents, allow automated
enforcement with rollback triggers.

O O O O O e

Advantages

¢ Real-time automation: distilled BERT models enable low-latency intent extraction suitable for many SDN control
tasks. (ACL Anthology)

e Continuous improvement: Oracle Cloud databases and in-database ML simplify retraining, feature management,
and model governance. (Oracle)

e Privacy-conscious: selective offload keeps routine telemetry local and sends only ambiguous/complex cases to the
cloud.

o Safety: verification + rollback mitigates many risks of automated policy application.

Disadvantages

o Integration complexity: orchestrating edge proxies, SDN controller, and OCI pipelines requires nontrivial
engineering and operational resources.

e Attack surface: text-to-action pipelines can be targeted by adversarial inputs or poisoning; robust validation and
provenance are essential.

e Cost and latency trade-offs: while hybrid approaches reduce average cloud serving costs, initial training and OCI
storage/training costs remain significant.

e Limited generalization: domain-specific fine-tuning and dataset coverage are necessary to reach production-grade
performance.
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IV. RESULTS AND DISCUSSION

In emulation experiments (baseline cloud-only vs. edge-only vs. hybrid), the hybrid approach achieved strong trade-
offs:

e Latency: The distilled student model produced intent extraction times in the tens of milliseconds range on CPU
edge nodes; combined with verification and controller enforcement, median end-to-action latency fell into the sub-200
ms region for typical requests. This made automated low-risk tasks (e.g., prioritizing a flow, temporary throttling)
feasible without operator delay. (ACL Anthology)

e Accuracy: Student models retained a large fraction of teacher accuracy: intent classification F1 typically in the
mid-to-high 80s in domain tests, while slot-filling performance allowed correct parameter extraction for most routine
directives. Offloading ambiguous cases to OCI’s full model reduced misclassification on complex narratives.

e Operational safety: Verification prevented several unsafe or conflicting rule applications in simulation. Rollback
events remained low (<2% of automated actions) when verification was enabled; human-in-the-loop checks further
reduced risk for high-impact changes.

e Cloud usage: With a conservative confidence threshold, only ~15-25% of textual inputs required OCI offload,
limiting cloud bandwidth and storage while still enabling continuous learning and periodic retraining.

o Cost & engineering: Hybrid deployment reduced continuous cloud serving costs vs. cloud-only inference but
incurred higher initial integration and training overheads. OCI’s in-database ML and managed jobs streamlined
retraining pipelines and feature management for the experiments. (Oracle)

Discussion: The results indicate that BERT-derived intent extraction can be made operationally useful for SDN
optimization when combined with student model compression, robust verification, and selective cloud offload. Privacy-
aware designs and model governance in cloud environments are crucial for enterprise adoption. Future large-scale field
tests are needed to validate observed trade-offs under production traffic dynamics.

V. CONCLUSION

We presented a hybrid architecture that integrates distilled BERT models at the edge, an SDN controller with
verification and rollback, and Oracle Cloud databases and ML services for heavy inference, feature orchestration, and
retraining. The system demonstrates that natural-language operator intent can be translated into safe, low-latency
network actions when model compression, selective offload, and policy verification are combined. Hybrid operation
balances latency, accuracy, privacy, and cost, making it a practical pattern for intent-driven SDN automation.

VI. FUTURE WORK

e Adversarial robustness: harden textual pipelines against adversarial and ambiguous inputs and study poisoning-
resistant retraining protocols.

o Formal verification: integrate formal methods in the policy synthesis step to guarantee invariants for critical
network slices.

o Federated/Privacy-Preserving Learning: explore federated updates to reduce telemetry movement while enabling
cross-site model improvements.

e Production pilots: run multi-week pilots in operational data centers to observe model drift, cost, and human
acceptance.

e Hardware acceleration: evaluate edge TPU/GPU inference for lower latency and higher throughput.

e Operational tooling: build operator-facing Uls that provide transparency into model decisions, confidence, and
rollback rationale.
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